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Supervised
Learning

algorithms

Gradient
Boosting 
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the Best

Neural network
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Transformer-
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optimized
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The best one

Theoretical Part

In our project, we
employed three
different types of
machine and deep
learning models to
achieve our objectives.  
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CONCLUSION
In conclusion, this project enabled us to apply the knowledge
we had acquired throughout the semester by developing a
project to detect sarcasm in text.

Through the exploration and implementation of our models,
it becomes evident that the best model to detect sarcasm in
text is the RoBERTa Model.



THANK YOU 
Thank you for taking the time to learn about our NLP Project. If you

have any questions or are interested in getting involved, please
don't hesitate to contact us. 

Together, let's build the future of digital interaction.


