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Description:
In this project, my task 
is to develop  a tool 
designed to predict 
similar questions on 

StackOverflow, a popular 
platform for programmers 

to ask and answer 
technical questions.
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Dataset:
Dataset: The dataset is sourced from a similar 
project on GitHub and contains StackOverflow 

questions. Each row of the data set contains a pair 
of questions, their tags, title and id.



1 0 1 1   0 1 1   0 1   1 0 1 1 0 0 1   1 0   1 1 0 1 1   0 1 1   0 1   1 1 0 1 1 0   1 1 0 1 1 1   1 1 0 1 

Preprocessing:
Steps:

1- Used BeautifulSoup to strip 
HTML tags.
2- Used NLTK's word_tokenize 
to split text into words or 
tokens.
3- Eliminated common stop 
words (e.g., "and", "the", 
"is").
4- USed NLTK's 
WordNetLemmatizer to convert 
words to base forms.
5- Used WordNet Library  to 
replace words with synonyms.
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word2Vec model training:
Corpus:

Model:
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Similarity function:
In the Word2Vec 
function, we generate 
token lists for each 
question, compute the 
average word vector 
by taking the mean of 
word vectors for all 
tokens, and use 
cosine similarity to 
measure the 
similarity between 
the mean vectors.
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Result:

Question 1:                               Question 2:                        Similarity %:
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Result discussion and improvement:

-A bigger dataset
-Refine the preprocessing step

The approach 

successfully identifies 

similar questions based 

on their semantic 

meaning.


